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Abstract—With the success of deep learning, there have been nu-
merous efforts to build hardware for it. One approach that is gain-
ing momentum is neuromorphic computing with spiking neural
networks (SNNs), which are multiplication-free and open the pos-
sibility of using analog computing via novel technologies. However,
to design effective and efficient hardware for such architectures, a
fast and accurate software simulator is key. This article presents
Simeuro, a fast and scalable system-level simulator for SNN models
used in neuromorphic accelerators. The simulator uses spike-level
details and configurable architectural constraints that are indepen-
dent of the underlying hardware implementation. Simeuro sup-
ports a wide range of features including analog computing, novel
memory (currently, RRAM is supported), and a full network-on-
chip. The simulator can provide detailed simulation results such
as routing statistics, energy consumption, delay, and accuracy of
arbitrarily defined SNN architectures. Our simulator leverages
a CPU-GPU hybrid environment to expedite the simulation by
scaling out to multi-nodes equipped with multi-GPUs. We are able
to conduct core simulations for a system-scale SNN chip of 20,000
neuromorphic cores on up to 512 A100 GPUs in a few minutes.

Index Terms—Neuromorphic computing, chip simulation, deep
learning.
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I. INTRODUCTION

R ECENT trends in machine learning and artificial intel-
ligence have sparked a general interest in the design of

specialized hardware for deep neural networks. Deep neural
networks (DNNs) are widely used in many application domains
including image classification [1], language translation [2], and
multimedia-related tasks [3]. Although DNNs are very effective
at complex inference tasks, for fast execution they typically
run on hardware that relatively consumes too much energy,
such as GPUs, TPUs, and digital ASICs. DNNs are, in fact,
mathematical models that take inspiration from neuro-biological
systems, such as the brains of mammals. However, DNNs
contrast with natural neural networks in the way the data is
processed. DNNs work with real-valued input and process it
through non-linear activation functions. This is indeed a gross
oversimplification of natural neural networks where inputs are
sequences of electrical spikes and activation occurs when certain
thresholds in electrical potential on membranes are reached.
Neural network models that try to model this exact behavior
also exist in the field of neuromorphic engineering. Such neural
networks are called Spiking Neural Networks (SNNs) and have
been proven to be as equally capable in inference as conventional
DNNs [4]. However, our current computer systems are not
suitable for efficient execution of such models. The need for
better computational architectures for SNN inference motivated
the research and development of specialized analog neuromor-
phic hardware that allows fast and power-efficient evaluation
of SNNs [5], [6]. Research and development of neuromorphic
hardware is a relatively new direction, and there is extensive
ongoing work for enhancing currently available systems. Since
hardware production is a costly and time-consuming process,
simulators are crucial in the evaluation of newly developed
methods to explore different configurations of neural models,
architectures, hardware configurations, and materials. Detailed
simulators prevent hardware production overhead from affecting
the research and development process.

Previous work on neuromorphic chip simulators either does
not provide low-level hardware configurations (crossbar type,
material, and the associated noise model) or has insufficient
scalability. In addition to system-level simulation, other sim-
ulators emulate only the neuromorphic core [7], [8] or spiking
neuron behavior [9], [10], [11], [12]. This is not sufficient for
a full representation of the neuromorphic chip. This motivates
our work; we strive to achieve both high-detail simulation results
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Fig. 1. Configurable parameters in Simeuro to simulate a neuromorphic chip
with realistic hardware defects, neuron model, and different network topology.

and high scalability. We achieved this by using GPU-accelerated
supercomputers and clusters to scale and accelerate certain
parts of the simulation. We also use the otherwise idle CPUs
by dynamically allocating tasks in the simulation either to the
CPU or GPU, based on whether a specific task favors CPUs
(i.e., latency-sensitive parts of the simulation) or GPUs (i.e.,
throughput-sensitive parts of the simulation).

In this paper, we present Simeuro, a system-level simulator
capable of large-scale and fine-grained simulation of various
neuromorphic chips running real workloads. The simulator is
a necessary middleware for evaluating the performance of the
neuromorphic chip and helping engineers debug the complex
issues involved in mapping spiking neural networks onto chips.
Simeuro is inspired by a multi-threaded single-CPU simulator
by Lee et al. [13] w.r.t. to the features it can simulate. In
contrast to the simulator proposed by Lee et al. Simeuro in-
troduces qualitative, quantitative, and practicality aspects that
could transform the landscape of neuromorphic simulations
from small and simple proof-of-concept chips to be able to
simulate current and next-generation neuromorphic chips at a
very fine grain. Designing and implementing a simulator that
scales to 1,000 s of GPUs or CPUs involves several challenges.
First, it is imperative to orchestrate the distributed and hybrid
simulation environment where different components of the sim-
ulation can scale (i.e., asynchronous stall-free pipeline). Second,
the core simulation on the GPUs requires many optimizations
to achieve high performance (e.g., shared memory blocking,
altering the data access pattern and memory layout, etc.), Third,
efficient parallelization of the routing component on the CPU
requires a lock-free algorithm to simulate the fine-grained details
of routing. Finally, an end-to-end approach is required to do
a system-scale simulation starting from splitting the work and
loading it, and up until the results are generated.

Simeuro can simulate a chip with a configurable NoC and
support both the digital crossbar and the RRAM crossbar routing
using fine-grained configurable parameters to describe each
component of the chip in detail. Fig. 1 describes how we can
configure the chip to simulate according to the defect models

and the chip described in Section II-A. Besides the hardware
model to simulate, the user can also selectively use GPUs
and/or CPUs to speed up the simulation using our multi-GPU
multi-node design described in Section IV. Simeuro can output
cycle-accurate data on how the spikes are processed inside the
chip and the power consumption of the chip. Thus, it can:
� measure the impact on accuracy when:

- using a different material (e.g., Cu, HfO2, NiO) for
RRAM crossbar with a variety of noise and defect
models;

- using different number of bits for the digital crossbar to
store quantized weights;

- using different neuron models;
� analyze the network traffic of different 2D-mesh network

topology, chip configuration, and workload;
� analyze the power consumption of the chip with a specific

configuration and workload;
� simulate a physical chip with the configurations shown in

Fig. 1.
Although Simeuro can simulate arbitrary chips given a config-

uration file and spike sources, it cannot simulate an SNN model
directly because the neural network layers can have arbitrary
dimensions and connections while the core has limited dimen-
sions and connections due to the crossbar design (e.g., 256x256)
and NoC topology. To simulate an SNN model from a software
framework, the user has to map the network architecture to the
real cores with limited dimensions and give the final result as
input to Simeuro. The task is done using a separate tool [14].
This distinguishes it from other functional simulators that work
on abstract SNN models that do not consider physical constraints
arising from hardware implementation. Also, Simeuro being a
functional simulator distinguishes it from low-level hardware
description language (HDL) simulators that would be more ac-
curate in simulating actual hardware but would take so long that
simulating a realistic SNN model would simply be infeasible.

In summary, Simeuro advances the state-of-art in system-level
neuromorphic simulations as follows:
� Qualitatively: It supports highly configurable simulation

of digital chips that may use novel resistive random access
memory (RRAM) technology,

� Quantitatively: The simulator is highly scalable. We have
scaled simulations using up to 512 GPUs to simulate neu-
romorphic chips with up to 20,000 of neurosynaptic cores.
The simulator can run in a hybrid fashion on both GPUs
using CUDA and multi-threaded CPUs using OpenMP.
Simeuro can maximize performance by allocating suitable
tasks for GPUs and/or CPUs depending on a user-specified
configuration as well as the underlying hardware. To speed
up the simulation of the network-on-chip (NoC), we intro-
duce lock-free parallelization that avoids race conditions
during inter-router communication,

� Practicality: The simulator can run on Linux, Windows,
and Mac OS. Simulations can be scaled to multi-nodes
with multi-GPUs in a transparent way, and the modular
design of the simulator components allows for extending
the simulator with new features.
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Fig. 2. Example of a SNN and its neuron model.

II. BACKGROUND AND MOTIVATION

A. Neuromorphic Computing

In this section, we will introduce neuromorphic computing
and some related concepts.

1) Spiking Neural Networks: A Spiking Neural Network
(SNN) is a class of artificial neural networks that mimic the
actual biological behavior of the neuron. The model involves
a network of connected neurons. Unlike conventional artificial
neural networks where each neuron transmits information as
real values at each time step, neurons in SNNs only fire when
the accumulated effect to itself reaches a certain firing threshold.
This is usually modeled as the accumulated membrane voltage
of each neuron as shown in Fig. 2(a). One of the most popular
neuron models is the leaky-integrate-and-fire (LIF) model. At
each time step, the membrane voltage in the neuron will be
updated after integrating the synaptic inputs (X) from all the
axons and subtracting a pre-configured leak amount. When the
membrane voltage in the neuron exceeds a pre-defined threshold
(Vth), the neuron will fire a spike (S) and the voltage will be reset
to the initial level. Fig. 2(b) demonstrates the integrate-and-fire
process of the neuron i.

Each input’s contribution towards the final firing of the target
neuron is determined by its weight (W ). The fired signal (S)
will travel to its connected neuron and increase the chance
for the target neuron to fire the subsequent signal to other
neurons. This behavior is similar to the neuron firing model in the
brain. Although we can simulate such behavior using software
simulation, running SNN efficiently requires special hardware,
which belongs to a new class of computers specifically designed
for such tasks.

B. Hardware Model and Simulation

Neuromorphic chips are developed as AI hardware special-
ized in running SNNs. Real physical neuromorphic chips are
becoming increasingly produced in both academic labs and
industry, most notably IBM’s TrueNorth [6] and Intel’s Loihi [5].
Neuromorphic chips are typically designed to follow the struc-
ture of artificial neural networks: a large number of small
computing cores correspond to a small batch of neurons whilst
configuring connections to subsequent neurons. Neuromorphic
chips with several thousands of cores can execute deep SNNs
more efficiently than CPUs and GPUs, in terms of both compute
time and energy.

C. Core Design: Crossbar

The basic computation of each layer in Fig. 2 can be mapped
to crossbars [15] in neurosynaptic cores1 which can connect the
input to the actual output of each layer. In the crossbar, the hor-
izontal lines (word lines) are connected to the input and receive
input spikes. The vertical lines (bit lines) are connected to the
output neurons. The crossing point between the two lines stores
the synaptic weight information of each connection. We use two
different types of crossbars, namely a digital and a RRAM based
crossbar, to store weights and perform the multiply-accumulate
operation on each vertical line. In the next two sections we
elaborate on the merits and demerits of digital and RRAM
crossbars.

1) Digital Crossbar: This type of crossbar is used to store
synaptic weights in digital form. The weights would then be read
and used in the dot product with input values to compute the final
output. The computation module is implemented using conven-
tional digital circuitry to realize the multiply-and-accumulate
operation. The data is typically quantized to reduce the bitwidth
which in turn would lead to a reduction in memory and energy
consumption [16].

2) RRAM Crossbar: To reduce energy usage, researchers
have been utilizing analog systems to perform matrix-vector
multiplication. The most common design is to use the conduc-
tance (G) of resistive random access memory (RRAM) cells to
represent weights [17], [18], [19], [20]. RRAM is a novel form
of non-volatile memory technology that varies the resistance of
a special solid dielectric material to store data. The input value
is represented as Voltage (V ) value by using a digital-to-analog
converter (DAC) as in Fig. 3(a). The electric current (I) after
each cross point is the multiplied value of weight and input
in analog domain in accordance to Ohm’s Law. In the vertical
line in Fig. 3(b), the current of each input is added together
according to Kirchoff’s Current Law. This is called a current
sum. In effect, the entire vertical line performs a dot product
between the inputs V and weights W to produce the output
of each neuron. Assuming that we have inputs X1, X2 being
converted to V1, V2, the 2 weights W1,W2 are represented by
the conductance G1, G2, Fig. 3(b) shows how the dot product
result can be represented by the current I at the end of each
vertical line.

For each RRAM cell, the material used to design them and the
operating environment affect the accuracy of the output values.
RRAM switches by the formation and destruction of nanoscale
conductive filaments in the dielectric material. This physical
phenomenon is subject to noise. In addition, the movement of
charge carriers inside the filament gives rise to random telegraph
noise (RTN). We used the same RRAM model as Lee et al. [13]
that also incorporated a noise model. The noise model is also
described in [21]. Lee et al. implemented the method using a
uniform random number generator on CPU. We used CURAND
on the GPU to achieve a similar result.

1For the remainder of this paper we use ”core” to mean neurosynaptic core
unless otherwise stated.
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Fig. 3. Analog crossbar and Multi-core designed simulation. (a) Analog crossbar used to compute the multiplication of weights matrix (Wx,y) and axon inputs
vector (Xi). (b) Dot product of Voltage (Vi) and Conductance (Gi) results in the value of current I at the end of each vertical line. (c) Multi-core design with the
building block of each core as crossbar connects to the NOC. The routers choose the bus paths to send spikes to transfer them to their destination cores.

Since conductance is an unsigned value while weights are
signed values, two vertical lines, one for the positive and an-
other for the negative value, is needed for each neuron. This
is called a differential pair [22]. The differential pair for Wi,j

is marked as W+
i,j and W−

i,j in Fig. 3 for the positive and the
negative value, respectively. At each neuron, we combine the
accumulated value of the differential pair together to obtain the
final output.

D. Multi-Core Design and Communication Network

The crossbar in Fig. 3(a) and (b) can be used to process
the dot product of an SNN layer or part of a layer. However,
when designing a chip for handling larger neural networks of
different architectures, it is not efficient to use a large crossbar in
a single neurosynaptic core to process. The most popular method
is to organize these computational crossbars into multiple neural
cores. Depending on the workload, a number of cores will be
allocated and used. Fig. 3(c) shows how to organize the crossbar
in Fig. 3(a) to form a larger system that can have thousands
of cores and process a very deep network having millions of
neurons. Each core in Fig. 3(c) consists of a crossbar, an input
module to decode and receive the spike, and an output module
that executes the neuron’s activation model to fire spikes. The
neurosynaptic cores will connect to each other via an intercon-
necting network with a routing mechanism that routes spikes
among neurosynaptic cores.

Because routing information and the spike outputs are dy-
namic and affect the total energy usage, the communication
network is a vital part of the real chip and in our simulation. There
are two main communication models supported by our simulator.

1) Ideal Network: The assumption of an ideal network means
there would be no delay in transferring spikes between cores. An
ideal network also assumes that each core is fully connected to
all other cores. In practice, this network is not realistic, yet can
be helpful in research and development when users focus only
on the processing capability of cores and prefer to ignore the
communication cost.

2) Topology-Based Network: There are several topologies
that can be used to realize the communication network [23],
[24], [25]. In our simulator, we support the mesh topology, as
it is one of the most popular topologies used at the chip level.
In a 2D mesh network (Fig. 3(c)), there is a router connected to
each core that sends and retrieves spikes on the interconnecting
bus. The router at each interconnect also has the responsibility
to determine which direction to send each spike into, according
to the destination core. The routing mechanism needs to be fully
simulated for the development of a real large-scale chip.

E. Motivation for a Large Scale System-Level Simulator

Designing real neuromorphic chips is expensive. With various
network architectures and sizes, the decision to choose the core
size, the number of cores, and how they are connected affect
the overall performance and energy consumption of the whole
system. At the lower level, the neuron model and the crossbar
type in each core greatly affect the accuracy of the SNN. These
factors must be considered in the early stages of development.
Simulating hardware and software mapping helps to forecast
the effects of such factors during the development and the
actual production of neuromorphic chips. Thus, a simulator is an
important tool for the design space exploration of these factors.

When designing a simulator, we need to consider the current
trend in increasing the computational power of neuromorphic
chips. More chips and systems are being developed with more
cores connected. The number of cores has grown from the
range of 256-4096 earlier Kapoho Bay, Nahuku systems and
IBM TrueNorth chip to 98,304 cores in the current generation
of Intel Pohoiki Springs [26]. The size of each core can also
increase, depending on the use case. Hence it is imperative
that the community can scale the simulation environment to
enable simulations or large chips at a reasonable simulation
time. Additionally, when considering the space of possible
configurations that may need to be tested on many different
network architectures, the performance of the simulator can
quickly degrade and hinder the design and development process
of real neuromorphic chips.
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One particularly important, and costly, task in simulating
designs for production chips is trying different RRAM noise
models and resistance ranges. These factors affect the accuracy
of the SNN models and the cost and energy consumption of
the actual chip. It is crucial to efficiently simulate potential
configurations to make decisions on which material and design
are suitable for the real chip. With the current multi-threaded
simulation in [13], each simulation workload requires hours of
computation. A typical chip production workflow requires trying
thousands of configurations to determine the right design. These
configurations include crossbar dimension, non-ideal effects of
each potential RRAM material, chip dimension, traffic rout-
ing algorithm, NoC model on different SNN models, and test
datasets. Speeding up a full system simulator at this stage will
expedite the whole process significantly.

III. RELATED WORK

There are many proposals to simulate and implement spiking
neural networks, as well as neuromorphic computing systems
in general [8], [9], [10], [11], [27], [28], [29], [30]. These range
from software functional models that only evaluate the accuracy
of the model to detailed hardware and system levels.

For software simulation of SNN, previous studies developed
support for describing and running SNN models on popular deep
learning frameworks [9], [10], [11], [27]. These studies leverage
the convenience and popularity of deep learning frameworks and
developed their own solutions as extensions to such frameworks.
Nemo [12] used discrete event simulation to scale up in large
systems and to simulate very large SNN models. However,
no consideration was given to the physical implementation
(e.g., different type of neurons, RRAM crossbar noise models).
Furthermore, there are no performance results from real-life
applications with realistic chip designs other than those of their
abstract model being simulated as a proof-of-concept. Kolasa et
al. [31] also proposed a framework that targets self-organizing
neural networks, a completely different model from SNN. We
were unable to compare with this tool because it is a functional
exploration tool that gives no performance numbers.

For hardware simulations, there are several works mostly fo-
cused on the single core or single crossbar simulation [7]. Some
other simulators focus only on the design of digital crossbars
and do not provide a detailed simulation of the analog RRAM
crossbar [28], [29]. MNSIM [8] is a single-threaded simulator
that reports detailed hardware simulation that surpassed SPICE
simulation. The main simulated component is a computing core
with a crossbar configuration, NoC models like the ideal net-
work and mesh network in Simeuro are not supported. Simeuro
differs from this category as we provide both hardware-level
data as well as higher level data such as NoC statistics, chip
configurations and core allocation information based on realistic
workloads.

In system-level simulations, existing works can simulate the
hardware extensively to provide performance insights and de-
termine the bottleneck factors of each hardware model. From
the simulation results, newer and better hardware models can
be proposed. Khalil et al. [32] proposed a simulator targeting

a novel “block-based neural network” model. However, it was
tested only on very small network models, with no evidence of
further scalability. The main goal of their simulator is to improve
the implementation flow for FPGAs. Lee et al. [13] developed an
extensive simulator at the system level. Their simulator can run
multi-threaded using OpenMP on multiple CPU cores. However,
when simulating larger models and hardware, the CPU-only
OpenMP implementation has scalability limitations.

System-level simulations are important tools in SNN chip
design. Scaling has been a serious challenge for existing simu-
lators because fine-grained cross-bar designs and system-level
traffic simulations are computationally very demanding. In this
paper, we propose Simeuro, a system-level simulator for neuro-
morphic chips that addresses the scalability issue. Simeuro can
run fine-grained low-level simulations of neuromorphic chips
with up to 20,000 neurosynaptic cores by using multiple GPUs
to accelerate the simulations of DNN inferencing on very large
datasets.

IV. A HYBRID CPU-GPU SIMULATOR

A. Overview

Simeuro consists of two main parts: the neurosynaptic core
simulator and the network on a chip (NoC) simulator.

The neurosynaptic core simulator views the neuromorphic
chip as comprising of a series of neurosynaptic cores with N
axons as inputs, M digital leaky integrate-and-fire neurons,
and a digital or RRAM crossbar with a size of N ×M . A
digital crossbar stores the learned weights on its array as signed
integers with configurable bit widths for computation, while a
RRAM crossbar stores them as pairs of low- and high-resistance
states.

The neurosynaptic core simulation is executed on GPUs since
it is more suitable for an embarrassingly parallel architecture
with a large number of lightweight cores performing the large
volumes of calculations needed.

The neurosynaptic cores are connected on a NoC. The NoC
simulator uses a 2D-Mesh topology, a popular choice for NoCs,
for the communication network that enables spike transmission
between routers. In our use case, the NoC transmits spikes
through routers. Such an operation is memory intensive and
can lead to severe thread divergence when executed on the
Single Instruction Multiple Threads (SIMT) execution model of
modern GPUs. With this performance consideration in mind,
we have opted for a hybrid approach in Simeuro where the
neurosynaptic core simulator runs on GPUs while the NoC
simulator runs on CPU. The main challenge in the design of
Simeuro is to manage the overhead involved in communicating
and synchronizing these two simulators.

Fig. 4 shows a high-level overview of Simeuro. The neurosy-
naptic core simulation takes spike sources as inputs to cores in
the input layer and sinks spikes from cores in the last layer for
further classification. The simulator can also calculate the energy
consumption in the neurosynaptic cores. It is also responsible
for simulating different crossbar types, neuron types, and the
noise model of real devices.
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Fig. 4. Overview of Simeuro, a hybrid CPU-GPU parallel simulation platform.

Fig. 5. Distributed computing in the neuromorphic-chip simulation with four
instances on two computing nodes.

For the communication network, the NoC simulation pro-
duces two metrics to estimate traffic performance in 2D mesh-
based network: average routing cycles during which spikes are
forwarded from source cores to destination cores, and energy
estimation in the NoC. At each simulation cycle, the spikes will
be sampled to be passed to the NoC simulation. More detailed
information on the sampling technique in the simulator will be
introduced in a later section.

Since our goal is to achieve high-detail simulation results with
many configurable parameters for research and development, we
adopted the configuration model and input/output format from
Lee et al. [13]. Our simulator supports the same configura-
tions, basic functionalities, and RRAM noise models as in the
aforementioned framework. With all configurable parameters
and outputs remaining the same, we only focus on describing
the internal design and implementation of our framework in this
paper.

Simeuro can take advantage of multi-GPU systems to acceler-
ate core simulations by splitting the input work load into multiple
‘chunks’. For example, to collect simulation statistics of a dataset
consistingN images, we can useM GPUs to processN images.
In an ideal case, this speedup the simulation time by a factor
of M .

In Simeuro we create multiple program instances through the
MPI library [33] to perform the simulation tasks simultaneously,
where each instance takes a chunk of the dataset and executes the
simulation on the GPUs available in the compute node. Fig. 5
shows an example of using two compute nodes, where each
compute node hosts two MPI, ranks to execute the simulation.
Rank 0 orchestrates the execution by splitting the dataset equally
into four subsets and distributing the subsets among other ranks
that will perform the simulation simultaneously.

Fig. 6. Workflow of the core simulation in the running state where different
steps are executed by different GPU kernels (functions).

V. NEUROSYNAPTIC CORE SIMULATION

A. Overview

The neurosynaptic core comprises of a small batch of input
axons, corresponding output neurons, and a crossbar. Depending
on the type of crossbar and neuron, the accuracy of a SNN and
the energy consumption in neurosynaptic cores need to be fully
simulated in the core simulation. The heart of a neurosynaptic
core is the crossbar that establishes junctions between neurons
and axons. The crossbar memory can be configured to set
different trained SNN models on the chip. Each component can
be described as follows:
� Axons correspond to the rows in the crossbar. They use

spikes as inputs to connect neurons through synapses in
the crossbar.

� Crossbars memorize the trained weights at the intersection
of columns and rows for synapses. The simulator supports
two types of crossbars: digital crossbar and RRAM cross-
bar.

� Neurons fire spikes based on the leaky integrate-and-fire
(LIF) model and have configured connections to subse-
quent axons in other cores.

B. Simulation Workflow

The core simulation has three states during execution: ini-
tializing, running, and terminating. In the initializing state, the
simulator will create a set of cores. It then loads the synapses
and neuron settings for each core from the configuration files.
After initialization, the neurosynaptic core simulation enters the
running state, and in this state, the simulator will perform the
neural computation on the chip. Finally, in the terminating state,
the simulator calculates the average energy consumption of the
inference per image in the neurosynaptic core simulation. Fig. 6
illustrates the workflow of the neurosynaptic core simulation in
the running state on the GPU. The core simulation is a doubly
nested loop. The inner loop will take a spike source as input
and advance the simulation state using CUDA kernels at every
time step, while the outer loop will save output spikes from the
simulator to files and load the next spike source from a file as
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input to the inner loop. In each iteration of the outer loop, the
simulation state inside the inner loop will be reset. The core
simulation workflow can be summarized in the following steps:

1) Load the next spike source. In this step, the simulator reads
a spike source from a local file, which includes a sequence
of input spikes for each time step. The inner loop will feed
input spikes to axons at each time step iteratively.

2) The input spikes for the current time step are copied from
host (CPU) memory to device (GPU) memory.

3) Feeding kernel: input spikes are fed to specific axons
located at the cores of the input layer.

4) Core process kernel: the core process integrates synaptic
inputs from all axons and updates the membrane voltages
in neurons. A CUDA thread updates the state of a neuron
and a large number of threads update all the neurons in
parallel.

5) Neuron process kernel: the neuron process fires spikes.
Neurons will be activated to fire a spike when the mem-
brane voltage subtracting leaky value exceeds the config-
ured threshold.

6) Sinking spikes from neurosynaptic cores in the final layer
are copied from GPU to CPU and are temporarily buffered
in the host memory.

7) Routing kernel: incoming spikes are forwarded to des-
tination cores using the ideal network model. Note that
the ideal network model is always included in the GPU
Core simulation. The more complex and realistic NoC
model will be simulated separately on the CPU side when
requested (description in Section VI). A large number of
threads are launched to simultaneously forward incoming
spikes from source neurons to destination axons. If the
configured maximum number of iterations is reached, the
simulator will go to the next step. Otherwise, it increments
time steps and continues to step 2.

8) Save output spikes from all iterations to a file to calculate
the classification accuracy of SNNs.

9) Reset kernel: reset the simulator states (membrane volt-
ages in neurons, presynaptic spikes in axons, postsynaptic
spikes in neurons, etc.) before processing the next spike
source. If there are remaining spike sources, the simulator
will continue to step 1. Otherwise, the simulator will
terminate.

C. Mapping the Core Simulation to GPU’s Hierarchy

The core simulation, in either the digital crossbar or the
RRAM crossbar, will run on GPUs in a similar fashion. The
ideal network model will also run on GPUs to reduce the memory
transfer needed between the host and the device. The allocation
of which workload to run on the GPUs depends on the user’s
choice in the configuration file. The core simulation consists of
accumulating the synapse value and checking the condition of
whether a spike is fired. After the core simulation, the sampled
spikes will be fed to the NoC simulator.

Consider the neuromorphic chips to be simulated having C
cores, each core has N neurons, A axons, and S = A×N

synapses. We can map each core to CUDA blocks.2 Because each
core typically has its own input, the inputs can be loaded into the
shared memory of each block to reduce latency. For example,
if a neurosynaptic core has 256 neurons and 256 axons and a
neuromorphic chip includes 1,000 cores, the core simulator will
launch 1,000 blocks with 256 threads on the GPUs. If a warp
contains 32 threads in GPUs, 1,000 blocks with 256 threads will
be divided into 8,000 warps. Inside each block, we use each
thread to compute a neuron output. The task of each thread is
to loop over all axons and accumulate the product of the axons
and synaptic weight to a single value. Here, depending on the
crossbar model, there might be additional computations (e.g.,
the RRAM crossbar will have a certain noise model to affect the
accumulating value).

After the loop, the accumulated value will be checked against
a firing model to produce spike output if the threshold is reached.

With this mapping, the shared memory is used whenever
each thread has enough workload to perform. Our mapping
will launch C blocks with N threads each. The shared memory
overhead is A elements of floating point type. However, the
drawback of this mapping is that the number of simulated cores
is small. In that case, the number of blocks launched cannot fully
utilize the GPU.

D. Memory Mapping and CUDA Optimizations

To optimize the performance of the simulator, we need to
consider the access pattern and the usage of memory for the
simulation data.

For synaptic values of an entire chip, normally the size of them
is very large: we store a 2D array of synapses in the crossbar to
a 1D array row-wise in global memory. A neuron in a CUDA
thread accesses synapses from global memory and integrates the
input spikes multiplied by the synaptic values in the crossbar.
Digital crossbars use a single weight to implement one synapse,
while RRAM crossbars use a pair of resistances. Also, the
RRAM model needs more memory to simulate non-ideal effects.
Thus, the memory usage of RRAM is much higher than that of
a digital crossbar. This will be discussed in Section VII-C2.

The core simulator also needs to allocate regions in the global
memory to store input spikes to axons and output spikes from
neurons; usually, their sizes are small because the size of input
spikes depends on the length dimension of the axons, while
the size of output spikes depends on the length dimension of
the neurons in the entire chip. For input spikes, we can take
advantage of shared memory to improve computational perfor-
mance. Each active CUDA block loads the required input spikes
from global memory to shared memory before executing the
core processing code. The shared memory is accessible by the
threads in the same thread block, hence the same simulated core.
As discussed above, the shared memory required is a function of
the number of input spikes. Due to the limited shared memory
for each CUDA block, we only use it to buffer input spikes.

2For a general overview on CUDA, we refer readers to the CUDA Program-
ming Guide [34].
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The core simulator also needs to allocate an area in the
global memory to store the settings for each neuron, including a
threshold, a membrane voltage, a reset value, connection to the
next axons, etc.; its size depends on the number of neurons in
the entire chip.

We applied several optimizations to the simulator including
the use of shared memory and row-wise coalesced global mem-
ory accesses. Our experiments show that using shared memory
can improve the core simulation by up to 23%, depending on
workload. Likewise, we conducted an experiment to measure
the different speeds between access patterns. A naive imple-
mentation would use column-wise order to flatten the synapse
memory. Compared to column-wise accesses, row-wise accesses
can increase the overall simulation speed by up to 7.2×.

VI. NETWORK-ON-CHIP SIMULATION

A. Overview of Network-on-Chip Simulation

The network-on-the-chip (NoC) provides on-chip communi-
cation for neuromorphic chips. The simulator estimates traffic
flow and energy consumption during communication using a
popular NoC model (introduced by [35]) for 2D mesh-based
NoCs. The NoC comprises routers, network interfaces, links,
network topology, and flits:
� Links are physical wires to connect adjacent routers and

transfer flits between them.
� Flits are atomic units exchanged in the communication

network within one routing cycle. Usually, a packet is
split into a variable number of flits, including a header
flit and multiple body flits [36]. In this paper, the simulator
simulates a neuromorphic chip that is specific for spiking
neural networks where the spiking value is always one, so
the payload data in the body flits can be ignored, and a
packet is converted into a header flit with a target address.

� The network interface is a connection interface between the
neurosynaptic core and the router. The network interface
provides two-way communication to receive or send data
and is responsible for buffering spikes and assembling them
into packets. Initially, the network interface collects spikes
injected from neurons and encodes the spikes into packets
with destination addresses, and then forwards them to the
associated router. Then, it receives the packets from the
associated router and decodes the packets as input spikes
to axons for core processing in the next cycle.

� The network topology determines how routers, cores, and
links are connected. The simulator implements the 2D-
Mesh topology for the communication network, which is
a common and simple network topology. This network
includes X rows and Y columns. The routers are deployed
at each junction point and connected to adjacent routers
through links.

� Routers are the most important elements in the commu-
nication network and are connected by links and forward
incoming flits along routing paths to either the next routers
or destination cores. A router consists of five input ports, a
crossbar switch, an arbiter, and five output links. The input
port has to route logic to determine the next node of a flit.

Fig. 7. A generic router architecture used in NoC simulation.

Fig. 8. Flowchart of NoC Simulation in the running state using a multi-core
CPU.

The routing logic implements an XY routing algorithm,
which moves a flit in the X direction and then moves it
in the Y direction. An input port also has a FIFO buffer,
which can hold a list of flits. The size of the FIFO buffer
can be configured in the simulator. The arbiter is a logical
element that controls the order of access to the shared links,
the scheduling scheme in the arbiter uses fixed priority
arbitration [37]. Fig. 7 illustrates a typical router model.

B. NoC Simulation Workflow

The NoC simulation comprises the same three states as the
neurosynaptic core simulation: initialization, running, and ter-
mination. In the initialization state, the simulator creates a set of
routers in the 2D-Mesh topology, where each router is connected
to four adjacent routers through links except for edge routers. A
router is associated with a neurosynaptic core. The dimensions
(X and Y) of the 2D-Mesh network are specified in the con-
figuration file. After initialization, the NoC simulation enters
the running state, in which the simulator transmits incoming
packets to the target cores through routers. In the final state,
the simulator calculates two metrics: average routing cycles and
average energy consumption for spikes’ transmission in the NoC
simulation. It measures the traffic performance for a specific
SNN model in a neuromorphic-computing chip.

Fig. 8 illustrates the NoC simulation workflow in the running
state. In this state, the simulator transmits packets until all buffers
in the routers are empty. Six steps are repeated in this state.
The processing of Step 1 and Step 6 occurs between a network
interface and a router. The processing of Steps 2 to 4 occurs
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within routers, and the processing of Step 5 occurs between
routers. The NoC simulation workflow in the running state can
be summarized into the following steps:

1) Inject packets: the network interface packetizes the spikes
fired from the neurons with destination addresses and
injects the packets to the associated router.

2) Receive flits: routers receive flits from network interfaces.
Flits are stored in the input ports of a router before being
forwarded to the next routers.

3) Route flits: the XY routing algorithm determines the routes
for the top flits in the input buffers. Then, flits will request
a specific outgoing link after routing.

4) Arbitrate and switch: fixed priority arbitration is used in
arbitration. According to routing requests from all input
ports, the accesses of shared links are allocated in order of
Fixed priority. After arbitration, a crossbar switch is used
to establish connections between the input ports and the
outgoing links.

5) Send flits: flits on the head of input ports are sent to the next
nodes through links after the input ports are successfully
guaranteed to access them. If all buffers are empty, then the
simulator goes to the next step. Otherwise, it increments
routing cycles and goes back to step 2.

6) Eject packets: flits are converted to packets when they
arrive at the destination cores and are then ejected from
the router to the network interface.

All routers perform the same operations from Step 2 to Step
5 until all input ports are empty.

C. Parallel NoC Simulation on Multicore CPUs

In Simeuro the NoC simulation uses multi-threaded program-
ming on a multi-core processor to speed up calculations. Pro-
cessing of all routers is executed in parallel. We use OpenMP to
construct parallel regions to parallelize the processing of routers
on a multi-core processor. The router consists of the 4-step
process described above. Steps 2 to 4 are internal operations
and are independent among routers, but step 5 is an inter-router
operation in which flits cross two routers through the links. If
only one parallel region is constructed by OpenMP to parallelize
the processing of routers, as shown in Algorithm 1, a race condi-
tion can occur since the routers’ processing involves modifying
their input buffers from two different threads. A critical section
(lock) is a common technique to prevent race conditions from
occurring. With the critical section, only one thread can perform
the modification of the input buffer in the router at a time. But
the disadvantages of critical section lock are obvious: (1) add
overhead for each access of input buffers; (2) only one thread
can enter the critical section while other threads are blocked and
waiting for the resources; (3) deadlock may occur when two
routers from different threads are holding and waiting to access
the resources from each other. In our NoC simulator, to avoid the
race condition, two parallel regions are constructed by OpenMP
instead of one region as shown in Algorithm 2. An implicit
barrier is created automatically at the end of each parallel region
by OpenMP to synchronize all threads. The first parallel region
groups the processing of steps 2 to 4 occurring within routers,

Algorithm 1: Conventional Parallel Routing With OpenMP
Critical Sections.

while the second parallel region groups the processing of step 5
occurring between routers.

D. Optimizing the NoC Simulator

1) Asynchronous CPU-GPU Implementation: In simulating
a complex NoC model, the NoC simulator on the GPU consists
of repeatedly copying data to the arbitrary destination location
(each destination is dynamically determined by the routing
algorithm and runtime data) and checking many if-else
conditions in each router; there is no complex computation
involved. This makes the NoC simulator on GPU very slow
due to the random global memory access pattern and thread
divergence. It is also very difficult to take advantage of memory
coalescing when each time the data package is only a spike
to a destination. We did implement a GPU version of the NoC
simulation, but only to find that it occupies≈ 99.88% of the total
simulation time and is significantly slower than the CPU NoC
simulator. In other words, all kernels in Table I only contribute
≈ 0.12% to the total runtime if the NoC is also simulated in
the GPU. Results from the Nvidia profiler also indicated that
the NoC simulator is bounded by memory-latency with limited
optimization opportunities. In contrast, a multicore CPU with its
deeper and larger memory hierarchy is better suited for this task.

Thus, we introduce a new implementation that uses both CPUs
and GPUs for simulation. Specifically, the core simulation will
run on GPUs where it is more effective, while NoC simulation
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Algorithm 2: Lock-Free Parallel Routing in Simeuro.

TABLE I
BREAK DOWN OF THE EXECUTION TIME OF KERNELS AND MEMORY

TRANSFER ON THE GPU BETWEEN TWO CROSSBAR TYPES. HTOD INDICATES

HOST TO DEVICE AND DTOH STANDS FOR DEVICE TO HOST

MEMORY COPIES, RESPECTIVELY

with only data reads and writes between different routers is per-
formed on CPUs. The data required for the NoC simulator that
runs on the CPU is copied from the GPU at each simulation cycle
in an asynchronous manner. The CPUs run mesh-based NoC
simulation, and the GPUs perform the ideal network simulation
without a routing mechanism to quickly distribute the spikes and
advance to the next core simulation cycle.

2) Subsampling the Data in NoC: Because NoC simulation
is a performance bottleneck in our simulator, we apply several
optimizations to reduce NoC simulation times. There are two
different alternatives that can be applied:
� Use a theoretical queueing model to derive routing cy-

cles [38], [39]. Although this method can yield a very high
speedup, the error is considerably high in certain data and

network models. Thus, a detailed energy model becomes
difficult to achieve.

� Use subsampling to reduce NoC workload [40]. By sub-
sampling a certain amount of data (e.g., 10%), the simulator
can output the simulation result with certainty and an error
bound. This method is intuitively simple to understand and
easy to apply to system-level simulators such as ours.

Thus, we use the subsampling method in our simulator as an
option for the user to choose in the configuration file. We apply
the method in [40] with a configurable amount of subsampled
data to be in the NoC simulator. The full evaluation of this is
presented in Section VII.

VII. EVALUATION

In this section, we report the performance and accuracy of
the simulator when using different hardware configurations with
variable numbers of neurosynaptic cores.

A. Experiments Setup

We conduct experiments on GPU-accelerated ABCI super-
computer3 which contains thousands of A100 GPUs for multi-
GPU results. For single GPU results we use a workstation
powered with an Intel(R) Xeon(R) W-2295 CPU @ 3.00 GHz
containing 18 cores (36 threads) and an NVIDIA GeForce RTX
2080 Ti GPU. We use the CIFAR-10 [42] dataset in the exper-
iments. The CIFAR-10 dataset consists of 60,000 32×32 color
images in 10 classes with 50,000 training images and 10,000
test images. CIFAR-10 is widely used for benchmarking the
performance of neural networks in the field of machine learn-
ing. We use a pre-trained neural network model for CIFAR-10
image classification (described in [20]). This model is a binary
network, except for the first full-precision transduction layer,
which consumes 100 neuromorphic cores as a subnet after the
hardware mapping. The spike sources for the neuromorphic-
computing chip are generated from the first transduction layer,
which converts digital values in CIFAR-10 images to spikes
with a single time step. For scaling measurement, we scale up
our experiments by duplicating this subnet (100 cores) and spike
sources N times, then we can measure a large-chip performance
with up to 20,000 cores after 200 times duplication of the subnet
and spike sources.

B. Performance & Scalability

First we measure the runtime performance of core simulation
on a single Nvidia A100 GPU. We tested 1,000 CIFAR-10
images with different number of physical neurosynaptic cores
(from 1000 - 20,000 cores). For the core simulation benchmark,
we always use the ideal-network model for NoC. Fig. 9 shows
the run-time of our simulator when the crossbar configuration
is Digital or RRAM Crossbar. As seen in Fig. 9, the runtime of
both RRAM-crossbar and digital crossbar simulations increases
linearly as the number of neurosynaptic cores to be simulated
increases. The run-times are around 1,069 and 725 seconds

3ABCI is the world’s first large-scale Open AI Computing Infrastructure [41]
and ranks 19th in the Top500 list at June 2022.
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Fig. 9. Simulation runtime for CIFAR-10 images inference by a
neuromorphic-computing chip with variable numbers of neurosynaptic cores
using a Nvidia A100 GPU between two crossbar types.

Fig. 10. Strong scaling of the Digital-crossbar simulation for CIFAR-10
images inference while keeping the number of neurosynaptic cores constant
10,000. The performance is plotted on a base-10 logarithmic scale while the
runtime is plotted on a base-2 logarithmic scale.

respectively, when the crossbar configured as RRAM and digital
crossbar with 20,000 neurosynaptic cores. In comparison digital
Crossbar, RRAM crossbar simulation takes around 40% more
time due to more computation required to simulate the RRAM
material.

1) Multi-GPU Scaling: We report strong and weak scaling
performance on the ABCI supercomputer. This experiment will
run Digital-crossbar simulations with a variable number of
GPUs or a variable number of neurosynaptic cores. The dataset
is be divided equally among the GPUs to be simulated simulta-
neously. The results of strong scaling measurement are shown in
Fig. 10. The strong scaling is measured by running the simula-
tion of 1,000 CIFAR-10 images’ inference on a neuromorphic-
computing chip with a variable number of GPUs, while keeping
the number of neurosynaptic cores constant at 10,000. From
Fig. 10 we can see that the run-time for images’ classification in
the neuromorphic-chip simulator decreases almost linearly with
the number of GPUs. In addition, Fig. 10 also shows linear strong
scaling of the performance (in images processed in one second)
when using different numbers of GPUs. The results of the weak
scaling measurement are shown in Fig. 11. The weak scaling is
measured by running the simulation of 1,000 CIFAR-10 images’
inference on a neuromorphic-computing chip with different
numbers of GPUs and with correspondingly scaled number of
neurosynaptic cores. From Fig. 11 we can see that as the number
of GPUs increases, simulating a large chip with 20,000 cores can
achieve similar performance to a small chip with 1,000 cores.

Fig. 11. Weak scaling of the Digital-crossbar simulation for CIFAR-10 images
inference, with corresponding changes in both the number of GPUs (top number
on the x-axis) and neurosynaptic cores (bottom number of the x-axis).

Fig. 12. Memory usage in GPU global memory when different numbers of
neurosynaptic cores are simulated.

C. Single-GPU Performance

1) Profiling GPU Activities: In order to understand the per-
formance of core simulation on GPUs, we ran the core simulator
on the same SNN application on CIFAR-10 images (described
in the paper [13]) using 3,680 cores with each crossbar type. We
used the nvprof profiling tool to collect profiling data about
CUDA-related activities on both CPU and GPU. The profiling
results are shown in Table I. For both crossbar types, we can
see that the core simulator spends most of the time in Core
process kernel (≈ 40% in the digital crossbar and ≈ 67% in the
RRAM crossbar). Most of the kernels have similar execution
times between the two crossbar types. The exceptions are the
core simulation in Core process kernel and copying simulation
data from the host (CPU) memory to device (GPU) memory.

2) Memory Usage: Memory usage depends on the type of
crossbar being simulated. Generally, memory on the host (CPU
side) has higher capacity than that on the GPU devices. Thus, to
determine the upper limit of the size of the network model that
our simulator can support, we measured the memory usage of
different simulation configurations. Fig. 12 shows the memory
usage on GPUs in our simulation with a different number of
cores. As we can see, memory usage increases almost linearly
with the number of neurosynaptic cores to be simulated, because
each core has independent data that needs to be stored. We can
also observe that the RRAM crossbar uses significantly more
memory than the digital crossbar. The reason is that RRAM
crossbars need more data for accurate noise simulation as well
as the differential pairs of weights for each output neuron. This
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contributes to the difference in performance between the two
crossbar types on GPU. As shown in Table I, the GPU to CPU
memory copy overhead in the RRAM crossbar is ≈ 2.6× that
of the digital crossbar.

3) Discussion: In the digital crossbar, the weights are only
involved in simple floating point multiply and accumulate oper-
ations. For RRAM crossbar, each weight requires an additional
two CURAND calls for each weight being read (positive and
negative weights in the differential pair in Fig. 3(a)). Processing
each weight also involves reading and writing data related to
other non-ideal effects [13]. In the Monte Carlo simulation, each
thread’s workload also depends on the output of the runtime
generated random value. This thread divergence also contributes
to lower speedup. In concrete numbers, if we simulate a work-
load with M synaptic weights (typically millions to billions),
the digital crossbar only needs to read M weights from the
global memory each time step. In the same configuration, just
to simulate one of the defects, the RRAM crossbar simulator
reads 2×M weights. To accurately simulate the noise model,
there are 2×M curand_uniform calls in each time step of
the simulator. The throughput of CURAND is much less than
floating point arithmetic [43], [44]. Hence, it is clear that they
contribute significant overhead to the RRAM core simulation.
This combines with the simulations of other defects in RRAM
results in a slower execution time. As can be seen in Table I,
Core process kernel in RRAM is almost 4× slower than in the
digital crossbar.

Currently, the simulation of a neuromorphic chip relies on a
single GPU, allowing for a maximum simulation of up to 20,000
neurosynaptic cores. Fig. 12 illustrates the memory usage of
∼34 GB for 20,000 cores. However, when dealing with a larger
neuromorphic chip, the limitations of a single GPU become
apparent: a single GPU simply does not have enough memory to
perform the simulation. To scale the simulation, we will discuss
a solution to extend our simulator to simulate a large chip across
multiple GPUs in Section VIII-B.

D. NoC Simulator Speedup

In the previous section, we reported the performance of the
core simulator and used an ideal network as the NoC model.
Besides the ideal network, our simulator also supports real-world
use cases of other types of NoCs. As described in Section IV, we
use the hybrid implementation for NoC simulation, where the
core simulation on GPU is interleaved with the NoC simulation
on multi-core CPUs. However, through experiments, we found
NoC simulation will be very slow when running on the GPU. For
example, we conducted three experiments to run NoC simulation
on GPUs with different sizes of the 2D-Mesh network: 5×5,
10×10 and 64×64. When the size of the 2D-Mesh network is
5×5, the execution times of NoC simulation on CPUs and GPUs
are similar. But when the size of the 2D-Mesh network is 10×10,
the execution time of NoC simulation on GPUs is about 5 times
slower than the time on CPUs. When the size of the 2D-Mesh
network is 64×64, the execution time of NoC simulation on
GPUs is about 30 times slower than the time on CPUs. These

Fig. 13. Scaling a MeshNetwork simulation on CPU with a variable number
of threads. The baseline is the simulation time on a single thread.

Fig. 14. Energy estimation results during image inference on CIFAR-10
test set by a neuromorphic computing chip with 100 neurosynaptic cores.
(a) Synaptic weights on neurosynaptic cores. (b) Energy heatmap of neurosy-
naptic cores. (c) Energy heatmap of routers in 2D mesh-based NoC.

experiments demonstrate that the NoC simulation is not suitable
to run on GPUs.

While NoC simulation exhibits a good scaling performance
on Intel(R) Xeon(R) W-2295 CPU @ 3.00 GHz containing 18
cores (36 threads), Fig. 13 shows the actual speedup in NoC
simulation with a size of 45×45 2D-Mesh network when scaling
the number of threads. When all 18 cores in the CPU are used
up, the execution time with 36 threads can be up to 21× faster
than with a single thread.

E. Energy Estimation

A micro-level energy model is implemented in the simulator
to estimate the energy consumption on the entire neuromorphic
chip. The simulator implements all operations in the neurosy-
naptic cores and NoC, so the micro-level energy model based on
these operations is also implemented. More details on Simeuro’s
energy estimation for neuromorphic chips is available in [45].
We also extend the single node implementation described in [45]
to Simuero (i.e., adapt the energy model to multi-nodes), this
extension simply merges the results from each node and averages
them, then calculates the average energy consumption of the
chip. Fig. 14 shows an example of the energy consumption
produced by the simulator. Fig. 14. (a) shows the distribution
of synaptic weights on the neurosynaptic cores after mapping
from a trained SNN model. In this figure, a chip is configured
to include 100 neurosynaptic cores with a size of 256×256,
each core has a set of junction points, each of which has an
x-coordinate, a y-coordinate, and a weight associated with it.
The weights from a trained SNN model are quantized as 8-bit
signed integers, the quantized weights with zero values, positive
values or negative values are mapped to green color, red color
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TABLE II
THE VARIANCE IN SIMULATION RESULTS AND THE SPEEDUP OBTAINED BY

USING SUBSAMPLING METHOD IN OUR NOC SIMULATOR. NO DIFFERENCE IN

THE ROUTING CYCLES AND ACCURACY WAS FOUND IN ALL THE TESTS

or blue color respectively. Fig. 14. (b) shows the average energy
consumption of inference per image on different neurosynaptic
cores. Fig. 14. (c) shows the average energy consumption of
inference per image on different routers in the NoC.

F. Sampling Method

We use two test sets to evaluate the proposed sampling
method. The result is shown in Table II. The number of images
in test set A is 1,000 and the number of images in test B is 5,000.
A trained SNN model is mapped onto the chip containing 100
neurosynaptic cores with a size of 256×256. The test images are
from CIFAR-10. For comparison, the baseline does not involve
any sampling and all data (100%) will be used in the NoC.
The sampling method will be tested against this baseline. As
can be seen in Table II, our sampling method performs well:
the two metrics of average routing cycles and average energy
consumption of inference per image in the NoC are identical
or similar when we randomly select a small dataset to enter the
NoC simulation according to a given percentage. The ‘speedup’
column shows how much acceleration can be achieved in the
average execution time of inference per image on the simulator.
We can see the entire simulation has been significantly improved
when a small percentage of images are selected in the NoC
simulation. Interestingly, we found that the average routing
cycles and the accuracy of the SNN model do not change when
the percentage of subsampled data is reduced. Accuracy remains
the same because the data is actually transferred using an ideal
network on GPU.

G. Simulation Verification

Simeuro was also tested for correctness and accuracy. Our
simulator is a part of a comprehensive toolchain for estimating
the accuracy of SNNs mapped onto neuromorphic hardware. In
our toolchain, a user will first convert trained artificial neural

Fig. 15. A fabricated neuromorphic chip named as Novena [52] was designed
by Singapore A*STAR’s Institute of Microelectronics in 2021. The chip was
fabricated with 40 nm technology. A Singapore dollar coin is placed beside it
for size comparison.

networks (ANNs) to SNNs [46], [47], map the models to chips
according to their hardware structure [14], [48], [49], quantize
the learned weights into n-bit integers, and program them into
the crossbars [50]. These processes are complex and repetitive.
If the mapping results of the learned models are directly applied
to chips, programming errors may occur, and it is not easy to
locate and fix them in the hardware. Simeuro allows for designs
to be iterated upon quickly before final deployment on real
hardware [51], [52]. We verified our simulator by comparing the
results between Simeuro and a real neuromorphic chip named
as Novena. As shown in Fig. 15, it is in-house designed and its
low-level circuit design is reported in [52]. In the verification of
accuracy, we used a SNN model for MNIST, which is mapped to
7 neurosynaptic cores with a size of 256×256. Axons of the chip
worked with spike trains with a time window of 25 as their input.
Spike trains were converted from 10,000 images in the MNIST
test set. The learned weights were quantized to 4-bit integers.
Simeuro reported an accuracy of 88.71%, which matched the ac-
curacy obtained on the Novena chip. In addition to accuracy, we
also verified the energy consumption estimated by our simulator
using Novena. We compared the energy consumption estimated
by our simulation with actual measurements done on the Novena
chip. This demonstrates that our simulator can accurately esti-
mate on-chip energy consumption. In particular, our simulator
estimated that the energy consumed per spike on the Novena
chip is about 1 picojoule (pJ), which is consistent with the actual
hardware measurement. More details were reported in [45].

VIII. CONCLUSION AND FUTURE WORK

A. Conclusion

In this paper, we present Simeuro, a system-level simulator
for neuromorphic chips. The simulator uses both GPUs and
CPUs to optimize for different parts of the simulation. Our
simulator supports different hardware types (digital and RRAM
crossbar) with configurable properties and 2D Mesh-based NoC
to produce fine-grained statistics on various parts of the system.
With the optimized hybrid design, we can execute the core
simulation on GPUs (CUDA) and the NoC simulation with
multi-threaded programming on CPUs. The size of the models
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Fig. 16. Prototype of 2-GPU simulation of N neurosynaptic cores. An equal
number (N/2) of neurosynaptic cores are allocated to each GPU. Two GPUs
need to communicate to synchronize spikes data.

that our simulator can handle is the largest reported to date for its
class. As technology scales and models grow in size, we believe
that our simulator can help design and develop brain-inspired
computing methods shortly.

B. Future Work

As future work, we plan to extend our simulator to support
large chip simulations with multiple GPUs. Currently, one MPI
rank in the simulation only works on a single GPU, limiting
a simulated chip to a maximum of 20,000 neurosynaptic cores.
However, when simulating larger neuromorphic chips with more
neurosynaptic cores the memory requirements exceed the capac-
ity of a single GPU. To address this limitation, we can extend our
simulator to support large chip simulations with multiple GPUs
by automatically allocating an equal number of neurosynaptic
cores to each GPU for simulation. For example, we can simulate
N neurosynaptic cores on K GPUs by having one MPI rank
splitting them into N/K cores for each GPU to simulate. In
Fig. 6, Core process kernel and Neuron process kernel can be ex-
ecuted independently on each GPU. In Routing kernel, because
we need to send the spikes to their destination cores, which
can be located on any GPU, device-to-device communication
is required to synchronize the spikes. Thus, for K GPUs, this
solution requires K × (K − 1) peer-to-peer memory transfers
to merge and synchronize spikes data among all GPUs before the
execution of the Routing kernel can begin. While this multi-GPU
solution may introduce memory transfer and synchronization
overhead, it will enable large chip simulations with more than
20,000+ cores. Fig. 16 provides a visualization of our initial
exploration in a 2-GPU system.
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