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Abstract: We proposed an ultra-fast memory efficient parallel list ranking algorithm, MEP-Ranking.
MEP-Ranking has the lowest complexity on both computation and memory usage by updating traditional list
ranking algorithm with two extra variables “lend” and “rend”. In addition, it adopts independent set to avoid the
potential operation contention between neighbor nodes. In each communication round, every node in independent
set bridges its left neighbor and right neighbor by adding edges with new distance, then all nodes in this
independent set are excluded from previous linked lists. The probability of one node being selected into the
independent set is about 1/3. According to the stop criterion of selecting independent set, the number of
communication round of MEP-Ranking is different. It is bounded by log(p) if the selection step stops when the
number of nodes in the reminding lists is less than (n/p), where n is the number of nodes in linked lists, and p is the
number of processors, or O(log w) if all nodes in the remaining lists are end nodes, where w is the length of
longest linked list. The complexity of computation and communication on both stop criteria is bounded by O(n),
specially the memory usage is lowest and bounded by O(n). Experimental results confirm the above complexity
analysis, and the MEP-Ranking implementation on GPS has achieved a speedup of 4X when the number of workers
increases from 8 to 48.
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1 Introduction

List ranking is a very popular subroutine for obtaining numerous parallel tree and graph algorithms [1,2,3]. The
list ranking algorithm can be generalized as to compute prefix or suffix sums [4, 5] for associative operators by
replacing the addition operation for node distances with a respective associative operator.

List ranking also plays a central role in graph concatenation in genome assembly problem [6, 7]. Each linked list
in De Bruijn graph constructed from the sequencing reads needs to be concatenated into one edge. Most De Bruijn
graphs constructed for large genomes are enormous, for example, the sequencing data from human can generate
twenty billon nodes. These de bruijn graphs are generally distributed in a cluster or cloud. On these parallel systems
with distributed memory, ranking the lists brings locality to this problem, and greatly minimizes the complexity of
communication on post-processing task.

Improvement of list ranking algorithms generally follows the evolution of computational models, which has a
roadmap from Von Neumann’s RAM model, PRAM to BSP [8]. The basic approach for list ranking in RAM is
“pointer jumping” [4, 9], and this is the simplest solution which has a computation workload of O(nlogn). Several
PRAM list ranking algorithms have been proposed [11-14], and according to the contention resolving strategy they
can be divided into deterministic algorithms and randomized algorithms. For deterministic algorithms, pioneer
works are “k-ruling set” technology[10,11]. With n/logn processors, Anderson and Miller’ work has a complexity of
O(log(n)) for each processor, and the total computation workload can be reduced to O(n)[11]. For randomized
algorithms, the “independent set” technology is used to improve the list ranking algorithm [12]. During each round
a subset of nodes is selected as the independent set, and excluded after bridging their neighbors. With this strategy
the size of nodes in the remaining lists can be reduced by a constant factor in every round. Reid-Miller’s
randomized algorithm, which uses the “sparse-ruling-set” algorithm [1, 13] can achieve a complexity of
O(n/p+log?n) for each processor, and a total workload of O(n+plog?n).

As the h-relation at each superstep in BSP [8, 14] is time consuming, minimizing the number of communication
round is the main concern in design algorithms on BSP model. Profound contributions on this issue in list ranking
includes [4, 9, 15-16]. In 1997, Frank Dehne proposed a randomized parallel list ranking algorithm using “k-ruling
set” method [15], the communication round of his work is limited by log(p), and its computation complexity is
O(n). Two years later Sibeyn developed a new algorithm using sparse ruling set approach [1, 16], which requires

3Ind+6Inp

only 6+2d flog Iongn} communication round and has a total communication size of 6+ )
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here d is the number of recursion steps. This algorithm can handle the length of list up to 200 million in practice. In
2002, Isabelle Guerin Lassous presented a portable list ranking solution using independent set methods [4], which
has limited communication round by O(logp) and the complexity of computation and communication by O(n).

With the widely usage of cloud [17, 18] on storing and processing large volume of data, Pregel [19] as an
example provides a portable framework for programming the graph algorithm on the cloud. As a vertex centric
approach, Pregel and its implementations [20-24] are flexible enough for a broad set of algorithms, and these
implementations automatically inherit Pregel’s advantages on efficiency, scalability and fault-tolerance. However
some graph algorithms need to modify two adjacent vertexes at the same time, this is difficult to implement on
Pregel. To design a contention-avoiding mechanism for Pregel is one of the key issues [11, 25]. List ranking, is a
representative example of this type of algorithms, and in this paper we aim at addressing this challenge.

In this paper, we propose a practical non-recursive parallel list ranking algorithm, MEP-Ranking. MEP-Ranking
can avoid the potential operation contention between neighbor nodes by selecting a subset of nodes in each
communication round in which no two nodes are neighbors. This subset is called an independent set. In each
communication round, every node in independent set has to bridge its left neighbor and right neighbor by adding
edges with new distance, then all nodes in the independent set is excluded from previous linked lists. In each
communication round, a proportion of nodes in the linked lists are selected into independent set and then removed,
and the proportion in this paper is proved to be about 1/3. According to the stop criterion of selecting the
independent set, the number of communication round of MEP-Ranking is different. It is limited by log(p) if the
number of nodes in the reminding lists is less than (n/p), or O(log w) if all nodes in the remaining lists are end
nodes, where w is the length of longest list. The complexity of computation and communication on both stop
criterion are bounded by O(n).

11=2, rdist[1]=1 /I’LZ{=3, rdist[2]=1 r[3]=4, rdist[3]=1 r[4]=5, rdist[4]=1

@ (@ ©O_—_@——

21=1, ldist{2]=1  I[3]=2, Idist[3]=1 [4]=3, dist[4]=1 I[5]=4, Idist[5]=1

- =~

rend[1]=5, rdistf11=4 - R
.
Lrend(2]=5, rgetf2=3 - - = ~3.

~.

rend[3]=5, sdist[3]=2 ==

lend(1=)idistz0 7" Fend[4]=5, rdist[4]=T =
O O & D

STy lend2=, tdist2]=1 ’ rendi1=5, Idist[1]=0
NS lend[3}=1, ldist[3}=2 ’

e
I~
~

- lend[4]=1, Idist[4]=3"
~ ~o -

~, Te=a___- =7 Jendi5l=1, Idist[5]=4

Figure 1. A linked list with five nodes are given in figure 1 (a), three internal nodes are colored green and two
end nodes are colored blue. The initial value (I[v], r[v], Idist[v], rdist[v]) is given for each node v. The final
rank value (lendIv1, rendlvl1, IdistIv1, rdist[v1) is aiven in fiaure 1 (b).

A practical Pregel framework, GPS, is selected to develop our MEP-Ranking. As a non-recursive algorithm,
MEP-Ranking can be easily implemented on GPS. Experimental results show that our implementation has the
following three properties:

1. If the stop criterion is that all nodes in the remaining lists are end nodes, the number of communication
round of MEP-Ranking is linearly related to the length of longest list in the set of linked lists.

2. When the length of longest list is fixed, the number of communication round on processing the linked list is
nearly the same. The total running time grows slowly with the increasing time usage of each communication round,
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which is caused by the gradually increasing workload in each superstep.
3. Given a set of linked list with 50 million nodes, the time usage decreases when the number of workers
increases from 8 to 48. A speedup of 4X is achieved by our implementation on GPS.
The rest of this paper is organized as follows: the list ranking problem is introduced in section 2, and then we
present the algorithm of MEP-Ranking in section 3. The performance and scalability results of MEP-Ranking are
given in Section 5. Section 6 concludes this paper.

2 List Ranking Problem

List and list ranking. List consists with nodes which are linked together, such that every node has one left

neighbors and one right neighbor, except for the left end node and the right end node. List ranking determines the

rank of every node, which is a node’s distance to both its left and right end node of the list [1,2,3]. Our work

follows the assumptions listed below:

o A set of linked lists L contains n listed nodes. In all these lists, the longest linked list is denoted as W,
and its length is w.

e Each node v in L has a left neighbor I[v] and a right neighbor r[v], except for the left end node and the
right end node.

e p processors or workers in a cloud are used to solving the list ranking problem. Each processor or
worker i holds a subset of list-nodes. For a given node v, it will be stored in processor v%op.

Following the above three assumptions, one example of list ranking problem and its solution is given in figure 1.
The description of list ranking problem can be summarized as below:

Definition 1. For a set of linked lists L, list ranking includes two operations: (1) label each node v in L with its
left and right end node (lend[v], rend[v]), (2) compute the rank of each node, that is the distance to its left and right
end node (ldist[v], rdist[v]).

3 List Ranking Algorithm

In this section, we first describe MEP-Ranking, and then present the detail analysis on the communication round,
and complexity of computation, communication, memory usage. Unlike most previously published recursive
algorithms, MEP-Ranking is suitable to be implemented on Pregel, and this will be discussed in section 4.

3.1 Description of MEP-Ranking Algorithm

Independent set is first introduced by Jaja in 1992 [12], MEP-Ranking uses this technology to avoid the
contention between neighbor nodes. Given a set of nodes in linked lists L, an independent set is a subset | of L such
that no two items in | are neighbors in the linked lists. In fact such a set | only contains internal nodes, i.e. nodes
that are not the terminal nodes of the sublists. These nodes in | are ‘shortcut’ in the algorithm: they can help
exchange information between their left and right neighbors in order to connect the two neighbors directly. There
are three advantages on using independent set in MEP-Ranking:

1. Independent set can be constructed in one communication round.

2. Independent set can help exchange data between its two neighbors, which is the key to shrink the length of

the list.

3. In each communication round, independent set gives an order on shrinking the original list, which can avoid

the contention of shrinking two neighbors at the same time.
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input : A set of linked lists L with n nodes, each node v has a distance value
[dist[v] for its left neighbor [[v] and a distance value rdist[v] for its
right neighbor r[v]. Each node v has ol[v] and or[v] to store its previous
left and right neighbors.
output: For each node v, compute the distance ldést[v] between v and the left
end node lend[v], the distance rdist[v] between v and the right end
node rend|v].
1 while stop criterion is not satisfied do
2 I = IndependentSet(L);
D=1L-1
3 for ve I do
Bend (I[v], Idist[v]) to r[v];
L Send (r[v], rdist[v]) to I[v];
4 forwv € D and [[v] £ I do
Let (nl, nldist) be the value received from [[v];
Set ol[v] = I[v];
Set [[v] = nl and [dist[v] += nldist;
Let (nr,nrdist) be the value received from +[v];
Set or[v] = rv);
Set r[v] = nr and rdist[v]4+ = nrdist;
| L=1Dy
end L to processor 0 and solve the problem sequentially;
rhile |L| < n do
for v € L and ol[v] £ NULL do
Send rank value (Tend[v], rend[v], Idist[v], rdist[v]) to olv];
Set ol [v] = NULL;
Send rank value (lend[v], rend[v], Idist[v], rdist[v]) to or[v];
| Set or[v] = NULL;
8 forv & L and [[v] € L do
if (lend, rend, ldist, rdist) is the value received from [[v] then
L Set lend[v] = lend and rend[v] = rend;
Set rdist[v] = rdist — Idist[v], ldist[v] += Idist;

if (lend. rend, Idist, rdist) is the value received from rfv] then

-1 & o
2

Set lend[v] = lend and rend[v] = rend;
Set ldist[v] = Idist — rdist[v] and rdist[v] += rdist;
| L=0L+ wv;

Algorithm 1. MEP-Ranking algorithm
The major steps of MEP-Ranking is described in Algorithm 1. Explanations of this algorithm are given below:

Line 1: Each round of the while loop corresponds to one communication round. MEPrank has two stop
criterions:

1. The number of nodes in the remaining lists is less than n/p,

2. All nodes in the remaining lists are end nodes.

Two stop criteria have direct effects on the number of communication round. Users can select one stop criterion
according to their requirements.

Line 2: The independent set subroutine is used to select a subset | from the nodes in linked list L. The
remaining nodes in L are denoted as D. Here the probability that one node is selected into the independent set is
denoted as ¢,

1]

g:m' (1)

where ||| and |L| is the number of nodes in the independent set | and the set of linked lists L. This

independent set subroutine and the value of proportion ¢ are to be discussed in the next subsection.
Line 3: A node v in the independent set | exchanges information by sending messages (r[v]; rdist[v]) and (I[v];
Idist[v]) to its left neighbor I[v] and right neighbor r[v], respectively.
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Figure 2. An example for the top-down part of algorithm 1. In communication round 1, node 2 and node 3 are
selected into the independent set, here we color them red. After receiving messages from round 1, node 1 and
node 3, node 3 and node 5 are connected; at the same time node 2 and node 4 are excluded from the original
list. In order to restore the original list ol[v] and or[v] are used to store each node’s previous value of I[v] and
r[v]. The same situation happens in round 3, and node 3 are selected and excluded from the list. Finally after
round 3, only two end nodes are left, and the top-down part stops.
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Figure 3. An example illustrates the bottom-up part of algorithm 1. In communication round 4, node 1 and
node 5 send messages of their rank value (lend, rend, Idist, rdist) (1, 5, 0,4) and (1, 5, 4, 0) to node 3. Then
in round 5, after received these messages, node 3 can compute out its rank value (1, 5, 2, 2) using its
previous value of Idist[3] and rdist[3],. Then node 3 sends messages of its rank value to node 2 and node
4. Finally node 2 and node 4 will calculate their rank value with the message received from node 3.

Line 4: For a node v in independent set I, its two neighbors I[v] and r[v] will keep their previous neighbor v in
or[I[v]] and ol[r[v]] respectively. These two values will be used to restore the original linked list in later steps.
Then I[v] and r[v] will be updated to be interconnected accordingly.

Line 5: If the stop criterion in Line 1 has been satisfied, all the remaining nodes will be sent to one processor
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and ranked sequentially using the pointer jumping algorithm introduced in [1,2].

Line 6: Each round of the while loop corresponds one communication round.

Line 7: Every nodes v in current set L will send its left end node lend[v] and the corresponding distance
Idist[v], and right end node rend[v] and the corresponding distance rdist[v] to ol[v] and or[v], respectively.

Line 8: After receiving the rank value (lend; rend; Idist; rdist) from its neighbors, each node v calculates its
rank value (lend[v], rend[v], Idist[v], rdist[v]).

Note that each while loop in line 0 and line 6 invokes one communication round. In algorithm 1, we can divided
the pseudo-code into two part, the first part from line 0 to line 5 is the top-down part, which continuously shrinks
the set of nodes using independent set, and the second part from line 6 to line 10 is the bottom-up part, which
reversely restores the linked list and computes the rank value for each internal node. An example the top-down and
bottom-up part of algorithm 1 with the second stop criterion are illustrated in figure 2 and figure 3.

The number of communication round of MEP-Ranking with these two stop criterions is given by lemma 1 and
lemma 3 respectively.

Lemma 1. Given a set of linked lists with n nodes, in each communication round one node has a probability of ¢
being selected into the independent set and excluded from the original linked lists, and this process stops when the
number of nodes in current linked lists is less then n/p. The total number of communication round

isO(log,, p).
Ao
Proof: we can denote the number of communication round as t, then the number of remaining nodes after t

communication roundis  N(L—¢)' =N/ p , and we can get,

t=log y P @

Lemma 2. Given linked list with n nodes, in each communication round one node has a probability of ¢ being
selected into the independent set and excluded from the original linked list, this process stops when all nodes in the

remaining list are end nodes. The total number of communication round is O(|Og}/ n).
l-¢

Proof: The number of communication round is written as t, then the number of remaining nodes after t

communication round is  N(L—¢)' =2 , and we can get,

t=1lo n—Ilo 2~lo n (3)
D Ty, 2Ty,
Lemma 3. Given a set of linked lists L with n nodes, the set of lists is written as {|1, |1,...,|k}, and the length

of these lists is {W,, W,, ..., W, }, here the length of the longest link list is w. If the stop criterion on selecting the

independent set is that all nodes in the remaining list are end nodes. The total number of communication round
isO(log,, w).
Ao

Proof: According to Lemma 2, the number of communication round t should be bounded by:

k
t= m_qx{log%_gwi} :Iog%_gw (4)
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According to Lemma 3, the number of communication round has no direct relation with the total number of nodes in
linked lists, it increases linearly with the logarithm of the length of longest linked list.

In algorithm 1, each while loop in line 0 and line 6 will invoke one communication round. In the top-down
part, each node in the independent set communicates (sending packets) only a constant number of times (at most
two times) within every communication round; in the bottom-up part, each node in previous independent set
communicates (receiving packets) at most two times. As each node can be selected into independent set only once,
then the communication complexity of MEP-Ranking is O(n). Only two extra arrays ol and or are introduced into
algorithm 1, then the memory usage is bounded by O(n).

3.2 Description of MEP-Ranking Algorithm

The independent set subroutine is the key part of MEP-Ranking algorithm. In order for MEP-Ranking algorithm to
have the computational complexity within O(n), the independent set subroutine has to keep its computational
complexity bounded by O(n), The independent set subroutine is presented in algorithm 2, and we will prove that
algorithm 2 meets the above requirements.

input : A set of linked lists L with n nodes, and an integer number K.
output: The independent set T, which is a subset of nodes of L.
for each node v € L do

L Generate a random vote key A[v] for node v in the interval [1, KJ;

Send Afv] to its left neighbor [[v] and right neighbor r[v];

for each node v € L do

L if Afv] = A[l[v]] and A[v] = A[r[v]] then

node v 15 selected into T;

return [;

Algorithm 2. Independent set algorithm.

According to algorithm 2, each node v in a given set L generates a random number A[v] in the interval [1, K]. For
any node v, v can be included in the independent set I, if and only if its random number A[v] is larger than or equal
to its left neighbor I[v], A[V]I=A[I[v]], and strictly larger than its right neighbor r[v], A[v] > A[r[vl]]. The
following lemma is given to calculate the probability of one node being selected into independent set.

Lemma 4. Given three random number x, y, z in the interval [1, K], the probability of X2y and X>Z is:

1 1
& = 3 (- F) (5)

Proof. The observed probability of x larger or equal to y will be %( and the probability of x larger than z is
X_}{( . Finally the total probability over all values of x for X =Y and X>Z is:

1& i° i 1 1
=— _ - (1-— 6
& K;{Kz K? 3( K? ©

According to Lemma 4, the expected size of independent set 1 is:

E(I) =%(1—%)|L| 0
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Here |I| denotes the number of nodes in I, and |L| denotes the number of nodes in L.
When K is a large number, then the expected probability of one node v in L being selected into independent set |
is:
. .1 1 1
&=limg =lim=-(1-—)== (8)
K—o0 K—ow 3 K 3

Then the expected size of independent set | is:
1
E(|||):82|L|:§|L|,WhenK—)OO. 9)

From equations (8) and (9), the number of nodes in linked lists will shrink 1/3 at each communication round.
It is clear that the computation complexity of algorithm 2 is O(n), here n is the number of nodes in all input linked
lists. The computation complexity of algorithm 1 on selecting independent set is:

t . 0 )
C,=>.nl-g)"<n> (1-g)"= n (10)
i1 i=1 1-¢
When K — o0, we have
3
C,=—n 11
275 (11)

From equations (10) and (11), the computation complexity of selecting independent set in algorithm 1 is O(n)
regardless of the value of K. As two communications on sending and receiving message will recall one computation
operation, the actual computation work in the other part of algorithms 1 is proportional to the number of
communications. These computation work can also been bounded by O(n). Overall, the computation complexity of
algorithm 1 is O(n).

In this section, we have presented a non-recursive algorithm on list ranking, MEP-Ranking. More importantly, we
have shown MEP-Ranking has its computation, communication and memory usage complexity limited by O(n).
Compared with previous works, this has the lowest complexity limit. The communication round of MEP-Ranking is
O(logp) if MEP-Ranking adopts the first stop criterion, and O(logw) if MEP-Ranking adopts the second one.

4 Experiments and Performance Evaluation

MEP-Ranking has been implemented on GPS [24], a practical implementation of Pregel. In the experiment we
use a high performance cluster with 6 servers; each server has 8 cores with 2.4GHz, 24 GB memory and 2.4T
storage, and the operation system is CentOS 5.5. All these servers are interconnected with 1Gbit twisted-pair cables.
The following parts of this section will evaluate and analyze the performance of MEP-Ranking algorithm on GPS.

4.1 Complexity evaluation

Firstly, we evaluate how the length of longest list affects the running time of MEP-Ranking. Seventeen datasets
were generated with each having 10 linked lists. The maximum length of linked list in these datasets is from 1K to
8192K. Experimental results on the number of communication round and time usage are demonstrated in figure 4
and figure 5, respectively.
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In figure 4, the number of communication round increases linearly when the maximum length of linked list is
growing exponentially. The same trend can also been seen in figure 5, where the time usage of MEP-Ranking also
increases linearly. The experimental results confirm that the number of communication round and running time is
linearly related to the logarithm of the length of longest linked list, which is consistent with our complexity analysis
in section I11.

Next, we have fixed the length of linked list to be 100K, and generated another series of datasets by increasing
the number of linked lists from 10 to 100. Experimental results on the number of communication round, time usage
and average of time usage at each communication round are illustrated in figure 6, 7, 8.

Table.1 The running time and communication round statistics on MEP-Ranking algorithm processing 500
linked lists with a length of 100k.

Number of Number of Total Time Time usage per
processors supersteps usage(seconds) ?:epceorﬁges

8 134 1688.7 12.6

16 147 989.1 6.73

24 152 714.2 4.7

32 138 570.4 4.13

40 131 468.9 3.58

48 129 426.7 3.31

According to figure 6, the number of communication round holds its value around 125 supersteps and varies
between 120 and 140 supersteps. However the time usage of MEP-Ranking in figure 7 is growing steadily when the
number of linked lists increases from 10 to 100. More detail can be found in figure 8, where the average time usage
in one communication round sharing the same trend with the total time usage of MEP-Ranking. As the
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communication and computation workload in one processor have a complexity of O(n/p), here n is the number of
nodes in the linked lists, the workload and time usage in one communication round will increase along with the

expending problem size n.
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Figure 7. The time usage with GPS when the number of
linked lists with fixed length increases from 5 to 100.

4.2 Scalability evaluation

In order to evaluate the scalability of MEP-Ranking, we have randomly created a dataset including 500 linked
lists with a length of 100k in average, and this dataset has 10" nodes in total. The simulation results are illustrated in
Table.1.

In table 1, the number of communication round (supersteps) on processing this dataset is almost constant when
the number of workers increases from 8 to 48. However the overall running time of MEP-Ranking is decreasing
following a trend of decreasing time usage on each superstep, and more than 4 times speedup has been achieved
when the number of workers scales from 8 to 48. Finally we conclude that, given a fixed dataset of linked list, the
running time per superstep deceases when the number of jobs increases and the number of communication round

remains constant.
5 Conclusion

List ranking is the kernel in genome assembly. However a parallel practical solution for enormous large volume of
data is still a hard problem for many years. This situation blocks many genome assembly projects on the cloud, such
as SOAP-Hecate and Contrail.
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In order to radically change this situation, we have proposed a MEP-Ranking algorithm for list ranking problem.
MEP-Ranking has its communication, computation, and memory usage complexity bounded by O(n), and this
reaches the lower bound among its previous solutions. According to the stop criterion of selecting independent set,
the number of communication round of MEP-Ranking is different. It is limited by log(p) if the number of nodes in
the reminding lists is less than (n/p), or O(logw) if all nodes in the remaining lists are end nodes, where p is the
number of processors, n is number of nodes in linked lists, w is the length of longest list. As a non-recursive
solution, MEP-Ranking can be directly implemented on Pregel system. In the experiment, we have developed
MEP-Ranking algorithm on GPS, which is a practical implementation of Pregel on hadoop map-reduce platform,
statistical results confirm the above complexity analysis, and the MEP-Ranking implementation on GPS has
achieved a speedup of 4X when the number of workers increases from 8 to 48.
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